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[ABSTRACT]: This thesis aims to provide a comprehensive reading report
on Sander Zwegers’s Ph.D. dissertation, which made a breakthrough in the field
of mathematics by unearthing the missing intrinsic characterization of Ramanu-
jan’s famous mock theta functions. The thesis will also draw upon additional
reference materials, including Zagier’s Bourbaki lecture, Bringmann and oth-
ers’ latest monograph, and Serre’s classic number theory textbook to further
enhance the understanding of this groundbreaking research.

The thesis consists of four main chapters. In the first chapter, we will delve
into the definition and properties of modular forms, especially differential op-
erators of them, exploring their various applications in mathematical contexts.
This foundational knowledge will set the stage for a more in-depth examination
of mock theta functions.

In the second chapter, we will introduce Ramanujan’s seventeen original
examples of mock theta functions from the background of history and analyze
them to gain insights and observations that will be crucial for understanding the
subsequent material in the thesis.

The third chapter will focus on the innovative work of Sander Zwegers,
following the structure and content of his Ph.D. dissertation. We will discuss
his approach to identifying the missing intrinsic characterizations of mock theta
functions and the implications of his findings for the broader mathematical com-
munity.

Lastly, in the fourth chapter, we will explore various applications based on
Zwegers’s research, specifically the generating functions of combinatorial vari-
eties. By examining the practical uses of his discoveries, we can better appreci-
ate the significance of his work and its potential impact on future mathematical

research.

[Key words]: Modular forms, mock theta functions
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1.

Introduction

Ramanujan’s mock theta functions are a class of mathematical functions that have gar-
nered significant interest due to their mysterious properties and connections to various areas
of mathematics. Introduced by the legendary Indian mathematician Srinivasa Ramanujan in
the early 20th century, mock theta functions were part of his final and enigmatic work be-
fore his untimely death in 1920. Initially, these functions appeared as g-series with peculiar
properties, exhibiting some similarities to theta functions and modular forms. However, their
true nature and the underlying mathematical structure remained elusive for many years. Ra-
manujan provided a list of 17 examples of mock theta functions without a formal definition,
which led to intrigue and confusion among mathematicians for decades. Despite the uncer-
tainty surrounding mock theta functions, they have since been connected to various fields of
mathematics, such as number theory, combinatorics, and mathematical physics. It wasn’t un-
til the 21st century, with Sander Zwegers’s work, that a deeper understanding of mock theta
functions was achieved by connecting them to the theory of modular forms, specifically to
harmonic Maass forms. This discovery paved the way for a better comprehension of their
analytic properties and generated new research directions. Today, Ramanujan’s mock theta
functions continue to be a subject of active research and a source of fascination for mathe-
maticians, as they unlock further insights into their properties, applications, and connections
to other mathematical objects.

In Zwegers’s exposition on mock theta functions, Sander Zwegers provides a compre-
hensive overview of the rich and intriguing history of these mathematical functions, their
connections to other areas of mathematics, and their applications in various fields. Begin-
ning with the origin of mock theta functions, attributed to the renowned Indian mathematician
Srinivasa Ramanujan, Zwegers delves into the mysterious nature of these functions, which
were left largely unexplored for decades. This groundbreaking discovery allowed for a better
understanding of the analytic properties of these functions and opened up new avenues of re-
search in areas like number theory, combinatorics, and mathematical physics. Additionally,
the exposition delves into the applications of mock theta functions in various fields, such as

quantum topology, statistical mechanics, and representation theory.

Modular Forms

Since mock theta function has a close connection with modular forms, we will intro-
duce basic definition and properties about modular forms. Moreover, we will give some

application to help readers better understand modular forms.



2.1 Definition and Properties of Modular Forms

To begin with, we define the upper half complex plane:
H:={z=a+bicC:b>0}

The special linear group is as usual:

SL(Z,R)::{lS Z] a,b,c,d € R, ad—bc:l}

We get Mobius transformations (or fractional linear transformations) with this group acting

on$: ;
az +
Vy € SL(2,R), ~(z):= o d VzeDN

One can easily check that:
Vy € SL(2,R), z€9, ~(2)e€HN

Notice that the matrices = act in the same way on §), so we can work instead with the group
PSL(2,R) = SL(2,R)/+1.

Definition 2.1. For any given I' C SL(2,7Z), we define modular forms with weight k f :
$H — C satisfying:

* f is holomorphic in §.

 fisrequired to be bounded as z —ico.

*f (%IS) = (cz+d)ff(z), V€9, V [ Z Z ] € I'(This is always called the

modular transformation property)

Remark. The weight k is typically a positive integer and only the zero function can satisfy
the second condition for the odd k. If k is negative, this will contradict with the second item.

Assuming k is zero, the modular form will be invariant in its fundamental domain, which is

the trivial case. When k is odd, one can check that: [ _01 _01 } el C SL(2,2) =
f (ajj?) = (0z — D)*f(z) = f = 0. Now consider the function space consisting of

modular forms of weight k defined on T, denoted as M,(T"). Then

forms a graded ring: the ring operations are defined as ordinary addition and multiplication,

with the additive identity being 0 and the multiplicative identity being the constant function



1 (with weight 0). Next, we verify the closure property:

b
fx (Zjid> = (cz+d)kfk(z)7 fi (Zji;) = (cz—|—d)kﬁ(z)

fo i = (cz + )" fu(2) fil2)

It can be seen that a modular form of weight k multiplied by a modular form of weight | will
yield a modular form of weight k + 1. In fact My (T") is finite-dimensional, and that M, (T")

is generated by a finite number of generators, as we will see below.

Proposition 2.2.  f((vY) (2)) = f(v(v'(2))), Vv.7' €T

Proof. The proof is easy:

. a b / [ ai bl
Assuming : v = c 4l 7= d:

el

;| aa; +bcy  aby + bd; |
= cay +dcy  cby +dd; |

~~
| |

7 (aay 4 bey) z + aby + bd,
(cay + dey) z + ¢by + dd,

CCL1 + dCl)Z + Cbl + ddl) f( )
CL1Z+bl
612+d1

a1z+b1
Cl +d +0
c1z+d1
a17;+b1

a(ajz + by) +b(clz+d1)

clarz+by)+d clz—i-dl))
aay + bey) z + aby + bd;
((ca1 +dcy) z + by + ddl

= ((cay + dey) z + cby + ddy)* f(2)

~
| |
—

I
~

f

Proposition 2.3.  f(z+1t) = f(z), VteZ, 2€6
Proof. Assuming the matrix

1 ¢
(3t er, ez

Then

P ) =0 )

0z+1



This means
flz+1) = f(z)
O

Proposition 2.4. When k < 0 or k is odd, the dimension of M (I'(1)) is 0, as we have stated

in 2.1; If k > 0 is an even integer, we have:

£ x
smu) < 5 25

12

Proof. The proofis technical and long, thus we do not show it here, one can see the detail in
[Zag08] p10-pl2. O

2.2 Examples of modular forms: Eisenstein series

In this part, we will focus on Eisenstein series, which is an important example of mod-
ular forms.

We give definition of Eisenstein series in two forms

Definition 2.5. Let 2z be a complex number with strictly positive imaginary part. Define
the holomorphic Eisenstein series G (z) of weight k, where k>2 is an even integer, by the

following series:

G =2 Y ()

k
mmezooy ME )

Remark. One can easily check that the sum is absolutely and locally uniformly convergent.

The factor % arises since (m,n) and -(m,n) contributes to the same element of the sum.

We also want to introduce the other normalization

Gr(z) (2)

since this normalization has rational Fourier coefficients, as we will show below.

Proposition 2.6. The Fourier expansion of this normalization Gy(z) is

o

Gulz) = — 24+ Y oy 3)
n=1

where By, s.t. "/, Bk [kl = 2/ (e* — 1), op_1(n) = Zd\n d*" and q = 2.

Proof. We begin with the famous Euler identity:

1
3 - " Lec/z &)
= zZ+n tanz




We can get a Fourier series from the right hand side:

T COS T2 eTiE g2 1+q 1+2¢—g¢q
= T — = T - — = —T = —TnMl—
tanmz sinmz emr — eT Tz 1—g¢q 1—gq

‘ 2q) . G . C
=—m|l+——)=—m|1+2q q | =-2mi | 1/2+ q"
(1525) = (1) <o (12 5

Substitute this result into 4, differentiate k-1 times and divide by

(=D (k= 1)

to get
1 B G D ™ _ (—2m)F 00 k=17
ZHGZ (z+n)k T (k=1)! dzk-1 (tanfrz) - (k-1 ZT‘:IT q

Then we will get our result if we divide the sum of m into two cases: m=0 and m#0

lem1 1 1 — 1l v 1
Ol =343 2 vy 2w 2 2 Ty

nez m,neEL n= m=1n=—o0
n#0 m##0
— C(k) 4 ( 7TZ) ' Z Z rk’flqmr
(k - 1) m=1 r=1
B (2mi)k B, « .
The last line can just be seen from the generating function of B;. [

We give some examples of the proposition:

1
Culz) = gpg +a+ 9" +28¢° + 73¢% + 126¢° + 252¢° + - - -,
1
Gol2) = — 57 + 0+ 33¢° +244¢° +1057¢" + -,
1
Gs(z) = gg tat 129¢2 + 2188¢° + - - - .

Remark. Since we know that Eisenstein series is a modular form and the weight of G, is

just k, we can get some Eisenstein series modular identity:

E4(Z)2 = Eg(Z), E4(2)E6(2) = Elo(Z),
Es(2)Es(z) = Eq(2)E19(z) = Ea(2).

This is true since the dimension of My(I'(1)) discussed here is exactly one discussed in 2.4.



Then we can also get:

n—1 _o7(n) —o3(n)
5~ oot = ) = ),
1  au(n) — 1lag(n) + 1003(n)
mZ:1 o3(m)og(n —m) = 2640 '

combined with the Fourier expansion given in 2.6 and the fact that the leading coefficient of

Eisenstein series Gy(z) is known(By, is known).

In the above discussion, we restricted ourselves to the case when k>>2, since then the
series are absolutely convergent, which define modular forms of weight k. However, the
Fourier expansion of G, (z) defined in 2.6 is holomorphic. Thus in weight 2, we can also

define two special Eisenstein series G(z) and G5(z) by the equation 2,i.e.,

1
Ga(2) = —57 + D oun)g" = —o +a+ 363+ 44" +T¢* + 607+,

Meanwhile, we can get another definition when k=2 by 4.4:

1 1 1 1
Go(z) = = —+ = —_.
(=32 5152 2 g
n#0 m#0 n€Z
But notice the difference that the summation over n first and then over m is not absolutely
convergent, thus we cannot interchange the order of summation to get the modular transfor-
mation property, which means G5(z) is not a modular form. However, G5(z) and G2(2) do

have some modular properties, as we will show right now.

Proposition 2.7. For z € §) and ( z Z ) € SL(2,Z) we have
az+b\ 9 .
G (cz n d> = (cz + d)*Ga(z) — mic(cz + d). Q)

Proof. There are many ways to prove this, the famous one is due to Hecke. Since the proof

is too long, we do not intend to show it here. One can see [Zag08] p19-20 for details. ]

Remark. The proposition is important, since it contains some transformation properties of

quasimodular Eisenstein series. We will use this proposition in the next section.



2.3 Differential Operators on Modular Forms

Recall the transformation property of the modular forms: f (%) = (cz+d)f f(2), Vze€
a b

9, V[C d}ef

If we specialize this to the matrix , which belongs to I'(1), then we see that

11
0 1
any modular form on I'(1) satisfies f(z + 1) = f(z) forall z € $, i.e., it is a periodic
function of period 1. It is therefore a function of the quantity e?™**, traditionally denoted ¢;

more precisely, we have the Fourier development

f(Z) _ Zan€2ﬂinz _ Zanqn (Z e .3;:), q= e27riz)
n=0 n=0

Then if f is a modular form of weight k with the Fourier expansion like this, we can

differentiate to get derivatives

Df=f1=-——=q=— =) naq" (6)

(where the factor 277 has been included in order to preserve the rationality properties

of the Fourier coefficients) satisfies

P () = e ) geles 4 ) ) "

If we had only the first term, then f’ would be a modular form of weight & 4+ 2. The
presence of the second term, far from being a problem, makes the theory much richer. To

deal with it, we will:
* modify the differentiation operator so that it preserves modularity;
* make combinations of derivatives of modular forms which are again modular;
* relax the notion of modularity to include functions satisfying equations like 7
« differentiate with respect to ¢(z) rather than z itself, where ¢(z) is a modular function.

The first and second approaches will be discussed in the two subsections. For the other two
subsections, one can check Zagier[] for details.
2.3.1 Derivatives of Modular Forms

As already stated, the first approach is to introduce modifications of the operator D

which do preserve modularity. There are two ways to do this, one holomorphic and one



not. We begin with the holomorphic one. Comparing the transformation equation 6 with

equations 5, we find that for any modular form f € M, (I'y) the function

Ui f = f/ - 11{:—2E2f

sometimes called the Serre derivative, belongs to My, (I'1). (We will often drop the sub-
script k, since it must always be the weight of the form to which the operator is applied.)
A first consequence of this basic fact is the following. We introduce the ring M, (Iy) =
M, (I'y) [Es] = C|[Ey, E4, Eg), called the ring of quasimodular forms on SL(2,Z). (Recall
that we introduce the modular forms in the remark of the definition of modular forms) Then

we have:
Proposition 2.8. The ring ]\7* (I'y) is closed under differentiation. Specifically, we have

R - Bi gy E2E43— Bo g _ EZEGQ— E}

Proof. Clearly v E, and v Eg, being holomorphic modular forms of weight 6 and 8 on I'y,
respectively, must be proportional to Fg and E?, and by looking at the first terms in their
Fourier expansion we find that the factors are —1/3 and —1/2. Similarly, by differentiating
5 we find the analogue of 7 for E», namely that the function £ — & E3 belongs to M,(I'). It
must therefore be a multiple of £, and by looking at the first term in the Fourier expansion

one sees that the factor is —1/12. O

We now turn to the second modification of the differentiation operator which preserves
modularity, this time, however, at the expense of sacrificing holomorphy. For f € M(I")

(we now no longer require that I' be the full modular group I'; ) we define

k
0 = f'(z) — —

SORS ORI O ®)
where y denotes the imaginary part of z. Clearly this is no longer holomorphic, but from the
calculation

1 lcz +d]?  (cz+d)? , < ( a b ) )
— = = — 2ic(cz +d v = € SL(2,R
3(v2) y y ( ) c d (% R)

and 6 one easily sees that it transforms like a modular form of weight &£ + 2, i.e., that
(Okf)|jroy = Okf forall v € I'. Moreover, this remains true even if f is modular but not
holomorphic, if we interpret f as ﬁ%. This means that we can apply 0 = 0y, repeatedly
to get non-holomorphic modular forms 0" f of weight k 4+ 2n for all n > 0. (Here, as with
9k, we can drop the subscript k£ because 0, will only be applied to forms of weight k; this is

convenient because we can then write 0" f instead of the more correct Oy 2, 2 - * - Op 120k f.)



For example, for f € M (I") we find

1 0 k+2
20 _ (1 9 -
7= 2mi 0z 4wy > <f 47Tyf)
_ k., k f_k:+2,+k:(k:+2)f
4y 16722 47y 16722
kE+1 k(k+1)
1 !/
/ 21y A 16722 /
and more generally, as one sees by an easy induction,
- — n (k + T)nfr
nfo__ _1 n—r DT
7= 30 () G ©)
where (@), = a(a +1)---(a+m — 1). The inversion of 9 is
(k + r)n ,
D" a" 10
= Z ( ) (4ry)m=r o (10
and describes the decomposition of the holomorphic but non-modular form f = D f

into non-holomorphic but modular pieces: the function 3"~ "0" f is multiplied by (cz +

¥ (cz 4 d)"" when  is replaced by £ with Z [c)l b

The usual way to write down modular forms is via their Fourier expansions, i.e., as

27z which is a local coordinate at infinity for the modular

power series in the quantity ¢ = e
curve I'\ h. But since modular forms are holomorphic functions in the upper half-plane, they
also have Taylor series expansions in the neighborhood of any point z = x + iy € . The
straight” Taylor series expansion, giving f(z 4+ w) as a power series in w, converges only
in the disk |w| < y centered at z and tangent to the real line, which is unnatural since the
domain of holomorphy of f is the whole upper half-plane, not just this disk. Instead, we

should remember that we can map §) isomorphically to the unit disk, with z mapping to 0,

Z —Z
2=z

f is a modular form of weight k£ we should also include the automorphy factor (1 — w)

by sending 2’ € h tow = The inverse of this map is given by 2’ = Z==%, and then if

—k
corresponding to this fractional linear transformation (even though it belongs to PSL (2, C)
and not I' ). The most natural way to study f near z is therefore to expand (1 —w) ™ f (%)

in powers of w. The following proposition describes the coefficients of this expansion in

terms of the operator 8.

Proposition 2.9. Let f be a modular form of weight k and z = x+ iy a point of 5 . Then

u—wrw(i

) Zan 4”“’) (Jw| < 1). (11)



Proof. From the usual Taylor expansion, we find

1—w
= DT f(2) (—dmyw\"
—(1— k
Y e
and now expanding (1 — w)~*~" by the binomial theorem and using 9 we obtain 11. [l

2.3.2 Rankin—Cohen Brackets and Cohen-Kuznetsov Series

Let us return to equation 7 describing the near-modularity of the derivative of a modular
form f € My (T"). If g € M,(T") is a second modular form on the same group, of weight £, then
this formula shows that the non-modularity of f'(z)g(z) is given by an additive correction
term (2mi) " *ke(cz + d)* 1 f(2)g(z). This correction term, multiplied by ¢, is symmetric
in f and g, so the difference [f, g] = kfg' — £f’g is a modular form of weight k + ¢ +2on T
One checks easily that the bracket |-, -] defined in this way is anti-symmetric and satisfies the
Jacobi identity, making M, (I") into a graded Lie algebra (with grading given by the weight
+2).

We can continue this construction to find combinations of higher derivatives of f and ¢
which are modular, setting [f, glo = fg, [f,91 = [f. 9]l =kfg —Lf'g

k(k+1)
2

14v4
fg" = (k+1)(L+1)f'd + ﬂf”g

[f?gb = 9

and in general

[F, gl = Z(—l)T(’””_l)(””_1)DTfDSg n>0)  (12)

S T
r,s>0
r4+s=n

the nth Rankin-Cohen bracket of f and g.

Proposition 2.10. For f € My(T") and g € M,(T") and for every n > 0, the function [f, g,
defined by 12 belongs to My 42, ().

There are several ways to prove this. We will do it using Cohen-Kuznetsov series. If
f € Mg(T"), then the Cohen-Kuznetsov series of f is defined by

ol X) = 3 T X" € Hol(9)[[X] 13

n=0

where (k), = (k+n—1)!/(k —1)! = k(k+1)---(k+n — 1) is the symbol already used
above and Holy($)) denotes the space of holomorphic functions in the upper half-plane of
subexponential growth. This series converges for all X € C. Its key property is given by:

10



Proposition 2.11. If f € M(I"), then the Cohen-Kuznetsov series defined by 13 satisfies the

modular transformation equation

~ (az+Db X B A c £ -
(cz +d (cz+ d)2> = ez +d) exp <cz + d27m'> Ip(z X). (14)

foralle.ﬁ,XE(C,and*yz(Z Z) el

Proof. This can be proved in several different ways. One way is direct: one shows by in-

duction on n that the derivative D™ f(z) transforms under I" by

DU f (az i b) = ; ( ! > EX s vy 1 gyt pr f(2)

cz+d (2mi)n—r

for all n > 0 (equation 7 is the case n = 1 of this), from which the claim follows easily.

Another, more elegant, method is to use formula 9 or 10 to establish the relationship
fo(z, X) =iy, X) (z=z+iyeH X eC) (15)

between f, p(z, X) and the modified Cohen-Kuznetsov series

Z >X” € Holy(9)[[X]] (16)

0'”

The fact that each function 0" f(z) transforms like a modular form of weight k£ + 2n on I'

implies that ﬁ(z, X)) is multiplied by (cz + d)* when 2 and X are replaced by gjj:s and
X

(cz+d)?°
third way is to observe that fp(z, X) is the unique solution of the differential equation

(X 822 + ki D) fp = 0 with the initial condition f5(z,0) = f(z) and that (cz +

and using 15 one easily deduces from this the transformation formula 14. Yet a

d)~ke—cX/2mieztd) f)) (‘Cljj: b m> satisfies the same differential equation with the same

initial condition. 0

Now to deduce 2.9 we simply look at the product of fp(z, —X) with §p(z, X). 2.11
1mp11es that this product is multiplied by (cz + d)*** when z and X are replaced by & ‘”“’ and

s (the factors involving an exponential in X cancel), and this means that the coefﬁc1ent

[f gln
) (O)n

(cz—l—d
of X™ in the product, which is equal to ¢

n > 0.

is modular of weight k& + ¢ + 2n for every

Seventeen original examples in Ramanujan’s letter

Ramanujan divided his seventeen examples into four of order 3, ten of order 5, and

three of order 7, though he did not indicate what are these orders. We will give most of the

11



seventeen mock theta functions to get some observations.
We denote the mock theta functions of order 3 £, ¢, v and y.

Definition 3.1.

o0 n2

; (1+q)?--(1+qM)¥

o0 TL2

=2 -

- 1+q) (1 + ¢
i s

= (1+q)(1+¢%) - (L+g !

Two relations among these functions (as well as some further complicated relations

involving ) were proved later by Watson:
Proposition 3.2.

1—2q+2¢* —2¢° + -

20(q) — f(q) = flq) + 4 - (17)

@)= H) =T @+ WO = G a T e )

Proof. The proof is just basic calculation and one can see [Wat36] for some details. O
Notice that the expression on the right-hand side is, up to a factor ¢~'/?*, a modular

form of weight 1/2. In this 3 order case, we can observe that:

1. there are linear relations among the mock theta functions (here, ¢ = £+ 2¢));
2. they span a space containing a subspace of ordinary modular forms;

3. one must multiply by suitable powers of q to get the correct modular behavior.

For the observation 1, we will also list linear relations in the 5 order case, which is more
typical and complicated. Observation 2 and observation 3 inspire Zwegers’ work that various
known identities from the literature could be interpreted as saying that each of Ramanujan’s
examples belongs to an infinite families of functions: ”Lerch Sums” (Zagier first called the
infinite family of functions ”Lerch Sum”).

There are ten mock theta functions of order 5 of Seventeen original examples in Ra-
manujan’s letter. Following Ramanujan’s symbols, we divide ten functions into 2 groups
and denote them f;, ¢;, ¥;, x; and F; with j € {1,2}.

12



Definition 3.3. The five functions with index j = 1 are given by

[e.9] TLQ

B q
hO =2 g e

or(@) =D ¢ (1+q) (1+¢) - (1+¢")

Pi(g) =Y "1+ q) (1467 - (144"

RS q
Fi(q) = Z (1—¢q)(1—¢3)--- (1 — ¢ 1)

and the five with index j = 2 are very similar, e.g.,

n(n+1)

R q
RO =2 G o)

n

S q
0l = 2 gy =)

Proposition 3.4. /inear relations among these functions or between them and classical mod-

ular forms (multiplied by suitable powers of q) can be summarized as below:

(fl(\/@ fl(_\/a) x1(q) — 2 ¢1(—q) Q/11(\/5) @Z’l(—\/@ Fl(Q)_1>
f2(\/§) —fz(—\/a) Xz(C.I)\/C_] —pa(— Q)/\/a ?/12(\/5) —1/12(—\/5) Fz(Q)\/@

-1 1 2 0 1 -1 1
_( Ui(@) Vilg) Wilq)
_(Ug(q) Va(q) Wz(CI)) é _12 —03 (1) —11 1 —01

where U; and V; , multiplied by ¢~'/1?° for j = 1 and by ¢**/*® for j = 2, are quotients of
classical theta series and only Wy and Wy are new mock theta functions not in seventeen

original examples.
Proof. One can see [Wat36] for details. [

Finally, we list three order 7 mock theta functions
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Definition 3.5.

n2

Filg) =) 1

(1 —g) (1 —qvt2) .- (1 —¢2n)’

Folg) =Y !

(I—=q") (1 =g+t (1 —g>1)’

0 n(n—1)
Falg) =Y !

“(1—gm)(1—g*)---(1—gn1)

In fact, mock theta functions of order 7 are much simpler than both order 3 and order 5

mock theta functions, since they are linearly independent.

Proposition 3.6. Mock theta functions of order 7 form in a natural way a vector space of

dimension 3, with no linear relations.
Proof. For the proof, one can see [Hic88]. [

Remark. It is the simplicity of these functions that there are no relations, either among these
functions or between them and classical modular forms, makes properties of them less ap-
parent. [Zag09] mentioned three properties. One classical observation is from Ramanujan
himself that these functions satisfy some asymptotic formulas at roots of unity. Another is
some identities relating three order 7 mock theta functions to indefinite theta series and to
some special Eisenstein series. One can see [War(Ql] to study these identities. The third
property can be briefly stated here, which also shows the core of Zwegers’ work. One can
check that the Fourier coefficients of order 7 mock theta functions grow rapidly when calcu-
lating to high order. However, if we multiply any of the series F; by some infinite products,
which up to a rational power of q is a modular form, then the coefficients of this product will

grow much slowly, which suggests that the series are closely related to modular forms.

Zwegers’s thesis

4.1 Lerch sums

In Ramanujan’s “’lost notebooks” [AB12], he related mock theta functions to some g-

hypergeometric series, a typical result being the identity

o0 o qn(3n+1)/2
1—q") - f(q) =2 S L S
H( q") - f(q) nz_:oo( ) T

, where f(q) is the first order 3 mock modular functions mentioned in the last section. Sums
appearing on the right-hand side were called by Zwegers ”Lerch sums” after famous Czech

mathematician M.Lerch. In fact, on page 3 of Ramanujan’s lost notebook, he also defines

14



the Appell-Lerch sum

n—o 44 )n+1

which is connected to some of his sixth-order mock theta functions by

> a(n)g" = (q) (19)

n=1

Maybe this idea inspires Zwegers to study this sum further. We will study these sums fol-
lowing Zwegers’s thesis. In Zwegers’s thesis, Lerch sums are written as
(_ 1)n€7ri(n2+n)7'+27rinv

> T (r€H,v € C,ucC\ (Zr+7)).
_eT('LnT U

neL

We will use the same notations.

Proposition 4.1. For z € C and 7 € H define

9(2’) = 6(277—) = Z erriy27'+27ri1/(z+%)'

veEZ+Z
Then 0 satisfies:
1 0(z+1)=—0(2).
) 0(z+71) = —e ™2 (2).

(3) Up to a multiplicative constant, z — 0(z) is the unique holomorphic function satisfying

(1) and (2).

@) 0(—=z) = —0(2).

(5) The zeros of 0 are the points z = nt + m, with n,m € 7. These are simple zeros.

6) 0(z;7+1) =e50(z; 7).

(7 0(2;-1) = —iy/=iTe™/70(z; 7).

®) 0(z;7) = —igs s¢T2 H (1—q¢")(1—¢q" (1 — g™, with g = €2™7, = €2™=. This
is the Jacobi trlple product identity.

9) 0'(0;7 +1) = e50(0;7) and 0'(0; —L) = (—ir)3/> 0'(0; 7).

10) 0'(0;7) = —27n(7)3, with n as in the introduction.

Proof. The ten proposition is just the basic proposition of unitary theta functions, one can

just calculate or refer to any books introducing theta series. [
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It turns out to be convenient to normalize the Lerch sums. Since the mock theta functions

will eventually be expressed as linear combinations of these normalized sums.

Proposition 4.2. Foru,v € C\ (Z7 + Z) and T € H, define

e (_ 1>nem'(n2+n)7'+27rinv

v; 7_) 1 _ e27rz'n7—+27m'u

Then 1 satisfies:

) plu+1,0) = —p(u,0),

@) plu,v+1) = —p(u,v),

3) p(u,v) + G—Qﬂi(u—v)—m'flu(u +7,0) = _ie—rm'(u—v)—m'7/47
@ plu+70v+7) = p(u,v),

) p(—u, —v) = p(u,v),

6) u — p(u,v) is a meromorphic function, with simple poles in the points v = nT + m

(n,m € 7Z), and residue Q_—éﬁ inu =0,

1 0(0)0(u+ v+ 2)0(2)
(7) plut 2wt 2) =l v) = o e 600 + 2)0(0 + 2)'
foru,v,u+ z,v+ 2 & L1 + 7,

®) p(v,u) = plu,v).

Proof. The proof of (1), (4) and (5) is trivial. The proof of (2) and (3) is direct by part (2) of
Proposition 4.1.

(6) From the definition we see that u — (u, v) has a simple pole if 1 — 2727 — (),
for some n € Z. So u — p(u,v) has simple poles in the points u = —n7 +m (n,m € 7).

The pole in u = 0 comes from the term n = 0. We see
1 U -1 1

i _ li — = — .
ulir(l)uﬂ(uy v) o(v) by 1 —e?miv 27 0(v)

(7) Consider f(z) = 0(u+ z)0(v + 2) (u(u + z,v + 2) — p(u, v)). Using (1), (2) and
(5) of Proposition 4.1, and (1), (2), (4) and (6) of this proposition, we see that f has no poles,

a zero for z = 0, and satisfies

{f@+1%—ﬂ@

f(Z 4 7.) — 6—27ri7'—27ri(u+v+22)f(z)'
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It follows that the quotient f(z)/6(2)0(u+ v + 2) is a double periodic function with at most

one simple pole in each fundamental parallelogram, and hence constant:

f(z) = C(u,v)0(2)0(u+ v + 2). (20)
To compute C' we consider z = —u. If we take 2z = —u in (20) we find
f(=u) = Clu, v)0(—u)0(v) = =C(u,v)0(u)0(v) (21)

by (4) of Proposition 4.1.

By definition we have

f(=u) = lim O(u+ 2)0(v+ 2) (W(u+ z,v + z) — p(u,v))

Z——Uu

=0(v—u) - lim 9(,2 p(z, v —u) (22)

1

I )= ———f
m[l)zu( v —u) 27m,Q(O),

)
=0(v—u)-1 0<ZZ)

z—>0

where we have used (6). Combining (21) and (22) gives the desired result.
(8) Take 2 = —u — v in (7) and use (5) of Proposition 4.1 to find
M(_U7 —U> = M<u7 U).
The desired result is just this identity combined with (5). [

Remark. The properties here are we show the proof from (6) to (8) in Zwegers's thesis. The
function i is not quite a Jacobi form but exhibits “mock” behavior. In particular, we will
see that there is a nonholomorphic correction term which can be added to make it transform

as the Jacobi form.

Proposition 4.3. Let 11 be as in Proposition 4.2. Then p satisfies the following modular

transformation properties:

(M) plu,v;7+1) = =% pu(u,v;7),

2

mitu—o?/ry, (VLY Lt — o
—iTe H 't T plw, i) = 21 (u—wv;7),

with h as in Definition 4.4.
Proof. (1) is from (6) of Proposition 4.1 immediately.
(2) Replacing (u,v,z,7) by (%,%,2,—1) in (7) of Proposition 4.2 and using (7) and (9)
of Proposition 4.1 we see that the left-hand side depends only on v — v, not on « and v
separately. Call it %fz(u —v; 7). Using (1) and (3) of Proposition 4.2 we see that h satisfies
the two identities (1) and (2) of Proposition 4.5, so if we can prove that hisa holomorphic

function, then we may conclude that h = h, as desired.
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The poles of both u — p(u,v) and u — p(%,%; —1) are simple, and occur at u €

Z7 + 7, so the only poles of u — h(u — v) could be simple poles for v € Z7 + Z. Since

this is a function of u — v it has no poles at all, and hence is holomorphic. ]

Remark. For (2) of Proposition 4.3, Zwegers gives another briefer proof, which, however,

needs more technic.

In recent work, Lerch sums have some other applications besides it can serve as tools
to study the Ramanujan’s mock theta functions. We will show Chan’s conjectures about
Ramanujan’s congruences which are closely connected to Lerch sums. Although these con-
gruences have something to do with Ramanujan’s mock theta functions, The study of them
can no doubt be independent direction.

We use the ¢-series notation appearing in the most of the thesis studying the Ramanu-

jan’s congruences.

(a;q9)0:=1
n—1

(CL; Q)n = H (1 - aqk) ) n 2 ]-7
k=0

(@; @)oo = 1im (a5 ), |g] <1,
and

(a1, a9, ... a5 q), = (a1;9) o (a2;q) o -+ (ak; ) o,

For any positive integer j, we also use E; := (¢/;¢/) .. Let , z € H with neither z nor zz
an integral power of ¢. Following the definition given by [HM14], Lerch sums can also be

written as m(x, g, 2)

1 i (_1)n+1qn(n+1)/22n+1

m(x, q, Z) = (q, Q/Z7 q; q)OO T;OO 1 —xzq™

In [BB20], he conjectured that, for any non-negative integer n,
a(50n + 19) = a(50n + 39) = a(50n + 49) |= 0(mod25).

Since Ramanujan’s mock theta functions are connected with Lerch sums. Chan in the
same thesis also considered for any integer p > 2 and 1<j<p-1 with p and j coprime, the

Fourier coefficients of Lerch sums

Z ajp(n)q" = ( ! Z

— @ P P) o

(_ 1)nqpn(n+1)/2+jn+j

1— qpn"l‘j

and proved that

ajppn+ (p—7)i)g" =p — P
nzzo e E3 (g9, q7=3; qP)>,
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which implies different congruences

a;jp(pn + (p — j)j) = 0(modp)

Chan also presented the following conjectural congruences:

a16(2n) = 0(mod2),
ai10(2n) = az10(2n) = 0(mod2),
a1,6(6n + 3) = 0(mod3),
ar 3(5n + 3) = a1 3(5bn +4) = 0(mod5),
a1,10(10n 4+ 5) = 0(mod5),
) =

as10(10n 4+ 5) = 0(mod5).

4.2 The Mordell integral

Lerch sums divided by a theta function ca also be called Zwegers’ p-function. This
function can be “completed” giving rise to the function x(z1, 22; 7), a prototype for “har-
monic Maass-Jacobi forms”, which we will mention in the application section. This function
is a critical base to build mock modular forms. The completion needs an auxiliary non-
holomorphic function arising from Mordell Integral, which is the objective of this section.
The function h defined in Definition 4.4 is essentially the function ¢ studied by Mordell:
¢(x;7) = —ire™7/4iep(x — T 4 L.7). This integral appeared in the work of L. Kro-
necker and B. Riemann. However, Mordell was the first to analyze its behavior relative to
modular transformations, so Zwegers refers to it as the Mordell integral. In this subsection,

27z and ¢ = €*™'" to simplify the notations.

welet( =e
Definition 4.4. For z € C and 7 € H set
miTa?—2mzx

h(z) = h(z;7) ::/Re—dx.

coshmx
Remark. h is an even function of z.

Proposition 4.5. The function h has the following properties:
- _ (at3)?
(1) h(z+1) = h(z)~|—re )
(2) h(z+7) = —Cg7h(z) + 2C3q5,

(3) z v+ h(z; 1) is the unique holomorphic function satisfying (1) and (2),
Proof. (1) The proof is just basic manipulation

miTt2 272t

€ P42 1
h h 1) = - 1 —2mt dt:2/ Tt —27rt<z+—)dt
(2) + h(z+1) /Rcosh(m) (1+e2™) ¢ 2
—iT
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(2) After shifting ¢t — ¢ — 7, we get

L1 " ewiT(t+i)2—27rz(t+i) J €7ri7t2—27rzt J
g3 - _ e - dt
CTah(z4T) /R cosh(m(t + 1)) /HR cosh(mt)

The Residue Theorem gives
7rz7't2 2wzt €7T’L'Tt27271'zt
4 zh + ———— dt = 2mi Res —————
hz)+ a2z 4 7) (/ /+R> cosh(7t) ! cosh(7t)

(3) To establish the uniqueness claim, assume that 4, and /5 both have the claimed properties.

m\»—t
OO\H

Then f := hy — ho is an entire function which satisfies

flz+1) = —f(2),
flz+7) = —Cq? f(2).

According to Liouville’s theorem, f is constant. Letting y — oo yields that this function is

zero function. O]

The following proposition provides the critical transformation that we shall use to con-

struct modular transformation properties in the next subsection.

Proposition 4.6.

(1) h(Z 1) = /=it e ™/ h(z;7),
) e7ri22/(7+1)

. _z z T
(2) h(z;7)=eTh(z;7+1)+e I h(7'—|—1’7+1>'

Proof. (1) Let g(x) = ——. We first compute the Fourier transform Fg of g: Using

coshx

Cauchy’s formula we get

27rzzw 627rizx
dx = 271 Res =2e ™,
R4/ coshmx z=i/2 cosh mx

e2mize e27riz(z+i) e2miza
dr = | ———————do = —e ™ dx,
R4 coshma g cosh7(x + 1) g cosh

Foe)i= [ o do = 2 = g(a)

g coshx 14 e2m

but

so we find

Let f-(z) = e™@* r ¢ H. The Fourier transform of f is given by
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We now see

/R T e = F(f - 9)(=) = (L) * (Fo)(2)

cosh 7z

TI'Zf -

1
N ﬁf_% *9(2) \/—_27'/ coshx

This identity holds for z € R. Since both sides are analytic functions of z, the identity holds

d:v.

for all z € C. If we replace z by iz we get the desired result.
(2) Using (1) and (2) from 4.5, we can show that the right-hand side, considered as a

function of z, also satisfies (1) and (2). The equation now follows from (3). [

We have finished all the properties about Mordell Integrals we need in Zwegers’s the-
sis. We will also give some other examples of Mordell Integral like what we do in last
subsection. In fact, Ramanujan also studied definite integrals besides many indefinite inte-
grals and recorded modular transformations involving the Mordell integral. We will show
some famous conjectural identities remaining unsolved related to Mordell Integrals in his
notebooks. This equations were all proved by Choi after Zwegers’s thesis.

Use the same notation as 4.1, we can define tenth tenth-order mock theta functions.

They appeared in Ramanujan’s lost notebook.

Definition 4.7.

) _ an(nJrl)/Q/ (q, q2)n+1
n=0

— Zq(n+1)(n+2)/2/ (q; q2)n+1
n=0

Proposition 4.8.

e g’ 1 = -
dx + —=edn1) (—e ™ n
/o cosh 27 2” + 1+‘f Vn ( )

5+\/5_M ey VA1 s .
2 € 5¢(—6 )_ 2\/ﬁe5n¢(_€n)’

2

o e~ 1 =« .
dr + —=ewmp (—e ™ n
/0 cosh 2\7}”5 + 1 ‘/5 Vn ( )
5 - \/_ mn

=— 5 es ¢ (—e ™)+

Remark. Two identities give transformation relations involving Mordell integrals and Ra-

manujan’s tenth-order mock theta functions.
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Proof. The proof is just basic manipulation of analysis. One can find proof in [Chol4] in
detail. O

There are also two equations involving a Mordell integral, hypergeometric series and

generalized Lambert series.

Proposition 4.9. Let ¢, = e 3n and g = e ™,

(2m—1)2

/ T3 cosTtx %i q S
3 e fl14e f (_emqg;ﬁ) (_e_mq%;ﬁ)
m m

_37rt2 1 o0 §(2’/7’1 1)
e gy qr
+ 7w m
\/ﬁ m=1 ( Q1a > (-6 n Q17 Q1>
_ 1 0 2
- & Z(_l)m+1q<2m4 5 < 1 2m—1 + 1 2m—1 1)
2 2 _
(a%:4h) o= Ltemtq™ s 14emqs

37rt2 o)
e 4n 9(2m—1)2 1 1
+ (-1)m+1q4 T + s’ - ]' °
n Z 1 l—i—ethf(Qm_l) t 3(2m—1)

l+e g

Proof. One can find proof in [Cho14] in detail. The proof which depends on the basic prop-
erties of Mordell integral and theta functions is very technical. However it is natural when

we see the proof after understanding Zwegers’s thesis. ]

4.3 Real-analytic Jacobi forms

We are now in a position to define the completed function /i, which we mention in the
last subsection. This allows us to find nonholomorphic completions of Ramanujan’ s mock

theta functions. In Zwegers’s thesis, he called this function real-analytic Jacobi form.

Definition 4.10. For 2 € C we define

z X . \n 2n+1
N T N
(2) /0 ¢ " nZ:O n! n+4+1/2

One can check that this is an odd entire function of z.

Lemma 4.11. For z € R we have

E(z) = sgn(z) (1= B(z%)) .

where

Bx) = /00 uze ™ du (x € Rx).
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Proof. 1t is just basic manipulation. O

Remark. [t is also not difficult to check that

1 1
r)=—I=,7mx).
bia) = =1 (.70
This can be used to show that specializations of [i to torsion points have Fourier expansions

matching the expansions of harmonic Maass forms in Hy(I") for some T, where
I' e {T'o(N),['1(N)} forsome N € N

. One can see [Bri+17] Lemma 4.3 for details.
The function E will play another critical role in Zwegers's second family of functions
to describe mock theta functions. There he realized the mock theta functions as pieces of

harmonic Maass forms, via the theory of indefinite theta functions.
Definition 4.12. Letu € Cand 7 € H
Riu7) = 3 {sgn(v) = B((v+a)y/2y) } (1) Femmivtrzmin,
VE%JrZ

Im(u)
Im(r)*

y=1Im(r)and a =

Lemma 4.13. For all c,e > 0, this series converges absolutely and uniformly on the set

{ueC,7 € H||a| < ¢,y > €}. The function R it defines is real-analytic and satisfies

g(w T) = V2y ey (T —7) (23)
u

and

(CLT —b; 7_) _ 6727ra2y Z (_1)1/7%(V + a)efﬂizﬂ?f%riu(a?fb). (24)

VE%JrZ

%R

Proof. One can show that R converges locally uniformly on compact sets (in « and 7 ) by

operating the key step to split

sgn(v) — E ((y + é) @)

(s —son (v 2)) o (w4 1) (2 (o 2)'s).

The first summand contributes finitely many terms, and we can use the estimate 0 < f(x) <
e~ ™ to get the second term is bounded. Since R is the (infinite) sum of real-analytic func-

tions, and the series converges absolutely and uniformly, it is real-analytic. We fix 7 € H,

23



and determine © = a7 — b by the coordinates a,b € R. We see

0 0
(aa + 7%> R(at — b; 1)

= <% + T%) Z {sgn(u) — E((V +a) \/2_y>} (—1)”75677”” 7= 2miv(ar—b)

VE%JrZ

EENCTDS E’(<u+a)@)<—1>”—%e—“"27‘2“‘”<“"’)

VEl—i-Z

— _2\/_ Z e~ 7 (v+a)? _1)1/7%677@1/27727”'1/(&7717)

ves +Z

VE%+Z

= —2i\/2ye 20 (aF — b; —7),

with # as in Proposition 4.1 and the term-by-term differentiation being easily justified. Since

% = ;—y (% + T%), this gives the differential equation (23). Similarly

9 Rlar -

o7 )

1 8 0 1 . 9 .

<% + a_) ;Z {Sgn(l/) _ E((V + Cl)\/@)} (—]_)V_Ee_ﬂw T—2miv(aT—b)
vez

= Z% (V+a) E’((V—l—a)\/2_y> (_1>V—%€—7ril/27——27m'1/(a7——b)

— _L —2ma’y Z (_1)V*%<V_|_ a) e*ﬂ'iuz?f27ri1/(a?7b),

NeTh

cly
€3+

V€%+Z

Proposition 4.14. The function R has the following elliptic transformation properties:
1) R(u+1) = —R(u),

() R(u) + e ™™ R(u + 1) = 2e~ T/,

3) R(—u) = R(u).

Proof. Part (1) and (3) follows immediately from the fact that E is an odd function. To prove
(2), we just need to replace v by v — 1. Comparing the formula with the definition of R(u)
will give the desired result, since for v € 1/2 + Z

2 ifr=1
sgn(v) —sgn(v —1) = {O otherwfse
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Proposition 4.15. R has the following modular transformation properties:
M) Ru;m+1) = e’%R(u; T),

2 R(%-1) = —\/—_iTe*#R(u; T) + \/—_he*#h(u; T)

T’ T

Proof. Part (1) is trivial. The left hand side of (2) we call ﬁ(u, 7). Using (1) and (2) of

Proposition 4.14 we can see that h satisfies:

;l(u) + B(u +1) = _\/ETT eﬂi(u+%)2/7—’
h(u) + 67271'1"[/4771'7;7-}1(“ + 7-) — 2677riu771-i7-/4‘

Part (3) of Proposition 4.5 determines h as the unique holomorphic function with these prop-

erties. This reduces the proof to showing that / is a holomorphic function of u. We fix
Im(u)

7 € H, and determine u = a7 — b by the coordinates a, b € R (this implies a = Tm(r) 38 in
Lemma 4.13). Since a% = ;—y (% + T%), we have to show that
0 0\ -+
<% + 7'%) h(at —b;7) = 0.

According to Lemma 4.13 we have

8 8 . —9271a? — —

e + 7% R(at — b;7) = —2iy/2ye " Y0(aT — b; —T) (25)

a

We have

0 n 0 Py b 1 0 N 10 R b 1

— 4T == =7 =+ == a——;——|.

da  0Ob T T ob ' 70a T
Up to a factor 7 this is the same as (2 + 72) R(ar — b;7), with (a,b, 7) replaced by
(b, —a, —1). Hence by (25) we find

T

0 0 ar—b 1\ . - omiy b1
(%“%)R< . ;)— ATV 9( ¥+“’?)

= 2iT\/2y'e>VY (— b 1) :

T T

with y' = Im(—2) = . In the last step we have used (4) of Proposition 4.1.
If we now use (7) of Proposition 4.1, with z = a7 — b and 7 replaced by —7, we see that this

equals

20T 2;1/6_2”!’23”/ - —1 ﬁe‘”i(‘ﬁ_b)z/m((ﬁ —b;—7)

o ) (26)
= 2i\/2yv/—iTe T T T2 (g7 — by 7).
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Using (25) and (26) we find

0 0\-
(% + 7%) h(CLT — b, T)
1 - 2 0 0 ar —b 1
_ mi(aT—b)?/T R
\/—iTe (8a+78b>R( T 7')

0 9,
+ (% +7'%) R(at —b;7) = 0.

We have established the fact that £ is holomorphic, and hence equals h. [

Remark. We show the proof from [Zwe(02]. One can see that the proof of it involves many

propositions and lemmas we have proved.

Zwegers’ s key result that combines the properties of 1 and R to find a function [
which is no longer holomorphic, but has better elliptic and modular transformation properties
than p, which finally solved the mystery of a modular framework for Ramanujan’ s mock
theta functions, is encapsulated in the following result which ties together the sequence of

observations above.
Theorem 4.16. We set
i, v57) = i, v;7) + S R(u = 03 7), @7)

then

(1) [NL(U + kT + l,U +mr + n) _ (_1)k+l+m+newi(k—m)27+27ri(k—m)(u—v)ﬂ(u7v)’
fork, l,mneZ,

U v ar+b TR 2
2) i . — -3 d)z —mic(u—v)?/(cT+d) ~ -7,
2) M(CT%—d’CT%—d’CT#—d) v(y) et +d)2e filw, v;7)

fory = (44) € SLa(Z), with v(7) = n(22£5)/ ((e7 + d)in(r))

3 /l<_u7 _U) = ﬁ(v> U) = /],(U, 2]),

) L g0)(ut v+ 2)0(2)
@) filu+z,0+2) = 1w v) = 5 G a8 (u + 29000 + 2)'
foru,v,u+ z,v+ 2z & Z1 + 7,

(5) u +— fi(u,v) has singularities in the points u = nt + m (n,m € Z). Furthermore we

-1 1

have lim,,_,o ufi(u,v) = i 0(0)-

Proof. Compared to propositions above, the theorem is just observation based on all the
propositions we have proved. Thus, we omit the proof. One can find detailed proof in
[Zwe02]. [
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Remark. Thereis a very interesting property about this function, the completion of Zwegers’
p~function. All three function in (27) have a property that the other two do not have: |[i
transforms well (like a Jacobi form), p is meromorphic and u,v — R(u — v) depends only

onu—v.

Remark. Parts (1) and (2) of the theorem say that the function [ transforms like a two-
variable Jacobi form of weight % and index ( -+ 4 ) Therefore Zwegers called this function
a real-analytic Jacobi form. The broader study of special real-analytic Jacobi forms, called
harmonic Maass-Jacobi forms come to fruition at about the same time that Zwegers wrote

his thesis, and we will give some examples of harmonic Maass forms in the next section.

Further examples and applications

5.1 Quasimodular Eisenstein series and Rankin-Cohen Brackets

One application of Zwegers’s theory is that it now becomes as easy to prove identities
among mock theta functions (or more generally, among mock modular forms) as it previously
was for modular forms. For example, the so-called "Mock theta conjectures” for the mock
theta functions of order 5, which were stated by Ramanujan in his ”Lost Notebook”, were
proved only in 1988 by D. Hickerson after heroic efforts, but now with the knowledge of
the transformation properties of the mock theta functions the proof becomes automatic: one
only has to verify that the left- and right-hand sides of the identities become modular after
the addition of the same non-holomorphic correction term and that the first few coefficients
of the g-expansions agree. We can also give an example combined with the knowledge of
the quasimodular Eisenstein series and Rankin—-Cohen Brackets we mention in the section
above. To begin with, we introduce a family of scalar-valued functions having completions
that transform like modular forms of every even integral weight £ on the full modular group.
The £ th function Fy, = F}(7) is defined as

n —3 k—1 qn(n+1)/6 12 k—1_rs/6
N e i e Ol e R

n#0 r>s>0

Then the function

Fy(q) — 12E5(7)
n(7)

f(r) = = ¢ '/? (1 - 35¢ — 130¢® — 273¢® — 595¢* — -+ ),

where Ey(7) =1 —24%°  01(n)g" is the usual quasimodular Eisenstein series of weight

2, is a mock modular form of weight % on the full modular group with shadow 7(7), and for
-1

each integer n > 0 the sum of 12F5,, »(7) and 24™ ( 27? ) [f, ] (where [f, g],, denotes

the n-th Rankin-Cohen bracket, here in weight (%, %) ) , 1s a modular form of weight 2n + 2
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on SL(2,Z).

As we mention in the final remark in the last section, we will discuss the application
of the theory of harmonic Maass form in the combinatorics. Thanks to Zwegers’ s thesis,
Ramanujan’ s g-series are now, nearly 100 years later, understood as examples of weight 1/2
mock modular forms, which we have shown in the last section Zwegers’ thesis. Ramanujan

)

coined the term “mock theta function,” and it is for this reason that holomorphic parts of
rphic p

harmonic Maass forms are now referred to as mock modular forms.

5.2 Applications of Harmonic Maass Forms in Combinatorics
5.2.1 Definitions and generating functions

Definition 5.1. The rank of a partition is its largest part minus the number of its parts.

Example 5.2. Here we list the partitions of 4 and their associated ranks. The ranks of these

partitions modulo 5 cover each residue class exactly once.

Partition Rank Rank (mod 5)

41 4—-1=3

341 3—-2=1

242 2-2=0
24+141(2—-3=-1
1+41+141(1—-4=-3

N =~ O = W

Definition 5.3. For a partition )\, let o(\) denote the number of ones in A, and define zi(\)
as the number of parts strictly larger than o(\). Then the crank of ) is defined as

largest part of A if o(\)

=0
Crank()‘) = {/LO‘) _ 0()\) ifo()\) >0

Example 5.4. Here we illustrate the cranks of the partitions of 6. We note that the cranks

of these partitions modulo 11 divide the partitions of 6 into 11 groups of equal size (namely

one).

Partition | o(A) | u(X) Crank Crank (mod 11)

6| 0 1 6 6

o+1] 1 1 1-1=0 0

442 0 2 4 4

4+1+1| 2 1 [1-2=-1 10

3+3| 0 2 3 3

3+2+1| 1 2 2—-1=1 1

3+1+1+1| 3 0 |[0-3=-3 8

24+2+2 0 3 2 2

242+1+1| 2 0 |[0—-2=-2 9

2+1+1+1+1| 4 0 [0—4=-— 7

1+14+14+1+1+1| 6 0 |[0—-6=— D

28



In view of the role of the rank and the crank for partition congruences, it is natural
to study their general properties. To this end, we make use of two important generating
functions in the variables ¢ and q. It turns out that these functions are intimately connected

to modular forms and mock modular forms.

Definition 5.5. Let M(m, n) (resp. N(m, n)) be the number of partitions of n with crank

(resp. rank) m. Then the two-parameter generating functions may be written as

= > M =TT ==

meZ n=1
n>0

n(n+1)

1-¢ (—1)"q =
(@)oo ez 1—¢qm

B _— 9] qn2 B C n(3”+1)
_%N(m’n)g ! _;(Cq;q) (¢'asq), % 1—Cq

n>0

Remark. Two specializations of the rank generating function should be highlighted. Thanks
to a well-known identity arising from counting partitions according to the sizes of their so-

called Durfee squares, one easily finds our first example, which states that

Plg) = R(liq) = Y (qf”q)Q

where P is the partition generating function. A second example is given by Ramanujan’ s

third order mock theta function f, whose definition may be restated as

fl@) = R(—1;9).

This gives a combinatorial interpretation of the coefficients of f as the number of partitions
with even rank minus the number of those with odd rank. As we see below, the modularity
properties of these two specializations are not coincidences, but manifestations of the rank

generating function’ s nature as a “mock Jacobi form”

Although the generating functions in 5.5 are nearly identical, their modularity properties
are very different. Indeed, these g-series, written as Lambert-type series, are identical apart
from differing powers of q in their numerators. The crank generating function is closely
related to a Jacobi form, while the rank generating function is essentially a mock Jacobi
form. More specifically, in terms of Dedekind” s n-function, the #-function, and the Zwegers

p-function , we have the following lemma (recall that q = e(7) and ¢ = e(z)).

Lemma 5.6. The crank and rank generating functions can be expressed in terms of Jacobi

and mock Jacobi forms as follows:
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i) For z ¢ 7 + Zt, we have
2 sin(mz)q2an?(7)

C(Gq) = I 7)

ii) If z ¢ 7.+ 71, we have

31 3 ) .
R(C;q) = —2sin(mz) (#% —q 5¢ (32, =73 37) + ¢ 5 Cu(3z, 7 3T)>

Proof. First we consider i). An interpretation of the combinatorial definition of the crank
functions leads to (1), which yields the claim using the definitions of 7 and . (The condition
given in the statement of 1) just avoids the poles arising when 6(z; 7) has a zero.) Now we

turn to the proof of ii). We can write

1-¢
R(C;q) = As(z, =73 7)
C2(q)eo
1 —
= = S (A1(3z, =73 37) + CA3(32,0;37) + (*A1 (32,73 37)) .
(2 (9)oo
A short computation then shows that
.3

—in®(37)

A3(32,0;37) = ————=

3(32, 03 37) 9¥(32;37)

Aq(3z,47;37) = 9(x7;37) (32, £7; 37)
9(E7;37) = Fig on(r)

which yields the claim when combined with the expression above for R. [

Using the properties of 7 and 6, it follows that C is essentially (that is, up to rational
powers of ¢ and q) a Jacobi form of weight -1/2 and index -1/2. Similarly, using these
properties along with those of the Zwegers p-function, it follows that R is essentially a mock
Jacobi form. Using these (mock) modularity properties, one can prove many theorems about
congruences and asymptotic properties of crank and rank partition functions, as we shall see

in the next few subsections.

5.2.2 Properties of the crank partition function

Since the crank generating function is essentially a Jacobi form, we begin our discussion
with this simpler case. We first consider certain crank statistics which sift partitions accord-
ing to the residues of their cranks modulo t. More precisely, for any integer r and positive

integer t, let M(r, t; n) be the number of partitions of n whose crank is congruent to r (mod t):
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M(r,t;n) == Z M(n,n).

m=r(modt)

For fixed r and odd ¢, Mahlburg proved that these partition functions also satisfy Ramanujan-

type congruences. In fact, he showed that such congruences hold for all arithmetic progres-
sions r(modt) for any fixed odd ¢, thereby giving a Dyson-style explanation for partition

function congruences of the form (Q > 3)
p(An+B)=0 (modQ’)

Namely, these congruences follow directly from congruences for M (r,t;n) thanks to the

tautological identity

pn)= Y M(rtn)

0<r<t—1

Theorem 5.7. Suppose thatt > 1 is odd and that Q t 6t is prime. If j is a positive integer,
then there are infinitely many non-nested arithmetic progressions An -+ B such that for every
0 <r <twehave

M(r,t; An+B)=0 (modQ’)

In particular, we have that
p(An+B)=0 (modQ’)

One can see [Bri+17] for details.
Reformulating the conjecture of Dyson described above in our new notation, note that
Andrews’ and Garvan’s combinatorial explanation for Ramanujan’s congruences may be

summarized in the following relations, valid for all non-negative integers n :

M(0,5:5n+4) = M(1,5;5n 4+ 4) = -+ = M(3,5;5n +4) = M(4,5;5n + 4)
M(0,7,7n+5) = M(1,7;Tn+5) = - = M(5,7;Tn+5) = M(6,7;7Tn + 5)
M(0,11;11n +6) = M(1,11:11n +6) = - - - = M(10,11: 11n + 6).

The previous theorem demonstrates that the crank also plays a role in infinitely many
partition congruences, but in a very different way. There we saw that the crank partition
functions satisfy congruences themselves, which in turn imply congruences for p(n). In light
of these results, it is very natural to ask about the extent to which there are further identities
for the sifted crank statistics, and what is the general theory underlying such identities. Much
is now known in this direction, and there is indeed a rich structure of crank identities. For

example, for n odd, we have
M(0,8;n) + M(1,8;n) = M(3,8;n) + M(4,8;n)
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and related identities are known for the moduli 5,7, 8,9, 10, and 11.
Such identities are rare. It turns out that cranks are not generally uniformly distributed
among residue classes modulo ¢. In this direction, we have the following conjecture in the

special case of cranks modulo 3. If n € N, then we have

M(0,3;3n) > M(L,3;3n),
M(0,3;3n+1) < M(1,3;3n+ 1),
M(0,3;3n+2) < M(0,3;3n+2) unlessn € {1,4,5}.

This conjecture was proven by Kane[Kan04], using the classical Circle Method. In
particular, he determined the asymptotic behavior of M (0, 3; n) and M (1, 3; n) and explicitly
bounded the resulting error terms. More general asymptotics for cranks were determined by
Zapata[Zap15].

5.2.3 Properties of the rank partition function

In this subsection, we establish congruences for and inequalities between Dyson’ s rank
functions. To do so, we make use of mock modular forms. Analogous to the sifted crank
statistics, if r and t are integers, we let N(r, t; n) be the number of partitions of n whose rank

is r(mod t).

Theorem 5.8. Let t be a positive odd integer, and let () 1 6t be prime. If j is a positive
integer, then there are infinitely many non-nested arithmetic progressions An + B such that

for every 0 < r <t we have
N(r,t;An+B)=0 (modQ’)

SKETCH OF PROOF. Using the usual orthogonality relations of roots of unity gives
that fort € Nandr € Z

t—1
ZNT,t,n Zp ZC{TjR(Cf;q)
j:l

where for N € N, (y = ¢*/V_ Thus a classical dissection argument then implies that the

function

o0

> (Wotim) — o))

n=0

is a mock theta function whose shadow is, up to a multiplicative constant,

Z D (meaz (1) (%)nqi

J=0 n=2r+(-1)J
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We are now able to reduce the problem to one involving classical modular forms. The key
observation is that the shadow is always supported on finitely many square classes. Thus, we
may sieve out the coefficients to restrict the Fourier expansion to run over appropriate arith-
metic progressions away from the support of the shadow. This yields the holomorphic part
of'a harmonic Maass form (on a higher level congruence subgroup) with vanishing shadow,

thus giving a classical weakly holomorphic modular form. To be more precise, the function

defined by
1 1
> (W) - o)

n>0

(15—

where the sum runs over those n that satisfy (1=2*)

5 ) = —1, is weakly holomorphic. Now

the claim follows as basic manipulation.

Remark. Similar congruences can be proven for general mock theta functions. This is be-
cause twisting operators always annihilate the shadow on certain arithmetic progressions
and since the general theory of weakly holomorphic modular forms guarantees the existence
of many congruences for classical modular forms. It is expected that essentially all congru-

ences of mock modular forms arise in this manner.

We now turn to inequalities for ranks. Analogous to the above inequalities for the crank

function, using clever combinatorial methods, we have

Proposition 5.9.

N(0,2;2n) < N(1,2;2n) ifn>1

N(0,4;n) > N(2,4;n) if26 <n=0,1 (mod4)
N(0,4;n) < N(2,4;n) if26 <n =23 (mod4).
Proof. The proof is similar to the one of crank generating functions. [l
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