TEIRIMESCARZAREE 7 P YR -
WML S T S O I B

W4 BT 22 12311415

2026 41 H 8 H

%

ASCHRFEIT AT (Topological Data Analysis, TDA) fEHSE TARES— SUAZAR%E
TP AR . BATARE RIS M R 01, o e e S ity (TF-IDF
+ One-vs-Rest 419, LI T RSFTR AN T (TP2), BlIS LR
FPoiz BILSTM VR Ao . FEML LA b, FRATHE stacking Ao, KRS
i R JEAME R P BRI AR ENGE 2B G A, TIPSR NS5 5 X S AR TR e
PRotik. SCERH]: TP2 RFIEEM N T A IR, (BAER G HEZE T fede ft M5 R
T F1OIFEEETR KRR RBIRCR . fm, AT s i f Al 7S B Tk,
HIHE T IR R

1 515

FE51 SCAS Ay 25 vE £ E @ 1 Term Frequency (B3 TF-IDF) #il Word embedding Pjfi
TR TG ORI IR S5 . 2510 SR T IR T IX AR T IRA, A RARHE R SCA
A HAWETE NG, ARG SR FNES M RE 5 B SUA 732K

TF-IDF FIRTE 38 X A1 45 i i RO, LT T RS AR TS A 2 2R
B PRI RAES, FAE T AR ISR LR Gk R UG I FEgh R . A, TF-
IDF % B HE i i 48 Y - R B n i ia W B GE 5 5., XPIA]T . v & 2R DA KB )
HE b = B RE ). L, MAIRIREE Lk A NS . FED e eE
TR, SRS THEAME DA FE o> Fah ik e g5 MEAE B . M2 R, TREEFFZIREAL (40 BiLSTM)
REAE I token J@81{5 H ARl LR SCH W KARMGH, (HHSBEEE R, %SRS
AT, ISR, 2RI S SR E R, B S b TAREE ARG
ZAT— %y TF-IDF k0028,

SZWSAEE RN T — Fh R T2 RV A FNES M RRIE , TR AL 2 R SO B3 R 13
FIAE G 45 0 [ 4E B ) I B BEE T2k BRI S, RS0k, 4% IO RF H 4%
434 10 4~ blocks (44> block KM - total tokens), ZRJFXFX 10 4~ blocks 23 HITHEE A1)
TF-IDF a5, FHPARIZEEES & X blocks Z [AJMAHMBIEE &, A58 — 05 10 4> vertices
. HERT Vietoris-Rip iy, T8I 0 485 1 4ERF2Em1H, 4 HIZ1H blocks 2 [A]Y) i
PEEAC S EREE M . B5, FFAERD/PH BN S e 4E Bt & (Fland Ho %57 T death
HY Hiy WG a4U8), VEREHRAES A S Nl 8,



2 HEE 2

2 ik
2.1 BRI
Bk s 552 I Eie U FF—2, 3k § Wikipedia Movie Plots from Kaggle, F47H geHH
414 action/comedy/drama/romance PUZSHRZ ) SCRY
2.2 EAniot SR

FA1ERR tokens /T 200 HYSCRE, WFAR A SORIMSHRE YL IEPrA TR NEL, %
ZARI G . FHESCRAIAREEMUN 4 4E 0/1 1. foa RPN eI 0 I ZR4E . ik 4E
AL .

Split  Total action comedy drama romance

Train 7989 1164 3455 5140 1635
Val 1714 248 670 829 181
Test 1715 806 682 799 184

% 1 BRi o SR A

3 BRIk
3.1 Bz TF-IDF 4+ One-vs-Rest 2B

AT H ety — ALk (strong baseline), SRHZM “TF-IDF + 25325487 HEHL 4
P ARG U HAT S . BNGRERIIAER NN V], X3RS d, TF-IDF $HIR N
it [] &
Xq € R‘VI, Tq; = tfidf(ti, d),

o t; SR e o AT (8 n-gram), tfidf FEZEG T (TF) S50 (IDF),
T 55 1] X 288 31 B DX P P ) 33

FRiE$El (TF-IDF)  FR{1{fi/f] scikit-learn [{§J TfidfVectorizer $£§{ TF-IDF 4%{F, f
5] 5 A 240

o ngram_range = (1,2), [AJH}fiH unigram 5 bigram;

o min_df=2, 3 JEMARAREI;

o max_df= 0.9, yErd T UL TE I ;

 max_features= 50000, BR#§IFHELER DAY HITHE S WNAFIFES

%S (One-vs-Rest Logistic Regression) W T/F5 MUK EHRZ 2, TR One-
vs-Rest (OvR) SRW§: XMEMR%E k IZ—A KB mE%, fHazbs % b e fl s
Pr(d), MIRITFEISCRYZR I AR 2R 6 B(d) € [0,1]*. BEMAMA 1iblinear KA (SFF
MERE ), S RIEREECH 2000, Hi%E class_weight=balanced DAZZARFRZAS T b i

R S VE e R X TR b, 24 pr(d) > 7 BT IES]; AR SCBRABIE 7 = 0.5, TEH
F6h5K F micro/macro “F¥J¥) Precision, Recall 5 F1, Ff[EBHRAEMRE F1 4348, PATE
ST EaARAE (WEARRDEZE) BRI ESR.


https://www.kaggle.com/code/aminejallouli/genre-classification-based-on-wiki-movies-plots/data

3 ARk 3

WBSEERE (WUEgk ©)  ZHRIARIENALIREE b 250 C #ifl. ROTEREES
C € {0.25,0.5,1.0,2.0,4.0}

T RE R A O, TEIIGE LIUAEE, HERIEE FIHE macro-F1; HEHHIGIE
££ macro-F1 i KW C* fENHRARLHESEL

VgRsiems Ll S 9 (E T RSk stacking @G SEER, FRATERATPISEAMRAR g S0P
Lo P )2 NI S (1] “train-only” YIZRGEI MR (S40h C*) Xt
WL U 4ERE R, HFORAER CSV (5 doc_id SPUMRRSY).
2. BRI ] “traintval” fE O TEYIBAS, XSG ) DU AERR R A CR AT
CSV, [Al PR A 2 MR TR AR A R o
BeAh, FA1KF TF-IDF 240, ZEEIHSEC BlRidig . Baidl -Gt 5 MR R AR —
JHidFN CSV/ISON 3tif:, FHARAFIIZRErFrRiAL (& TF-IDF [a&#5 OvR p2dt) DA
TEE M.

3.2 TP2: Yt FRFAE

NAETRIRGETT 2 S0 20 SR R LRS54, AR S5 SCik iR i TP2 84k Rk
SCAFEM 78 (block) , FE7BRIZTEAATEARUMESTHY , HR5 40 A [ 4E L4 b/ 45 H
L&, ZEROE R RIEPIR SO e Rl 3 EAR L, AT eSSt )ik
SE BT REREH EAATREAR [ M RFTRBERSFR IR <R R” AN ESR

MiAY45r (Input & Blocking)  Z57&E—f& SCRHY token [FAIK N T, FRATRFHAZ R IR
TR 5 B ANES e (AR B =10), FAMMHEE2) T/B 4 token. X35 b 4434,
i 5 L3 TF-IDF 25BN, FFHER ARG

v, eRVI  b=1,...,B,

MNT B s SCRGS . — 2 Ay Ry 6 { v, ..., ve e FR2CRi2: JrH TF-IDF H IR 8 S0k
TF-IDF [ #7072 Sefe SO 2 F U7, PR~ B2 it TF-IDF 60r.

PR dAPESE RS (Block Relations) T ZIE /- B2 A RAREINE, FATOHE
P (4, 7) WERARGEANUE, FRF A

dist (4, j) = 1 — cos(v;, v;).

MG E] 4> B x B M sk, nIA—A~ B Rip RS A EULE, SAPTEE ST £
IR B SO BORE, ENTRYEE BN PRSI R A A 1 SR N RS [R] R B2 TR e/ oy
7 G5

s TF-IDF Fon 5k fs Bkl XM 08015 TF-IDF a8 RoR. FH{ERFENE,
Syt Gl S /AR Bt . FRATNE I ER T o ScAk fit TF-IDF [ &4y ; b
JEtt train/val/test f45e5 BIVEST transform {HF| B A X, € ROV, Asugh e
TF-IDF 405 &858 (40 (1,2)-gram, min_df. max_df. max_features %), DAWA{R
PR/ R



3 ARk 4

e 4e 4 s (Output: 14-D Vectorization)  {EiZJE&454 F, I 322 (per-
sistent homology ) X i RS AW F) 730 1 5 IR S5 M IEA THG L, -0 He i) oAk oA (61 58 4 FEARRAIE . L
HimE, FRATIRE 0 485 1 4EyHrgi s B
o Hy (W) : BT B MSREGIHI—NEES L, Ho 16t B — 1 4 “JETZHTE”
(death times). 24 B = 10 B53] 9 M.
o Hy (A%5H): FRWMECE SRS RIREE , W EEgERR, ROERE T
Hougs, BlinsfgcE . birth 5 duration FI(E- SHRIEZES .
i RSy, TP2 AR SOt — N EDE KR ) (RS 14 48), v 5HEHFMFE
PrEE, SR AR N deds (0 XGBoost) . TR TN/ Sk ME BRES A “AL Sl
A KT W A RATSS, I SR G R AR T X 5 T R

3.3 WERFAER: BiLSTM

YRR AL, FATSEI T — A1 ) 24545732800 BILSTM i, % BIPA token J7
SR, G AT~ TR Z RS R token WUR R B 0 P41, FEHDRE LSTM LR B
TIEE, A5 A RZER logits, 48 sigmoid HAf R

Tokenize 5jji# (Vocabulary) 7E5¢ MUERNEVEG , FATR M 24% 707 (split) 135 token
Fe, AL I GRAR py ) 2 DA (5 S o 1) R S P NRFIRTT S 1 <PAD> 5 <UNK>; 1}
BUART min_freq 1) token Hudjf. HAJFHIG— i/ LR B KK max_len, FHARAT
TR SCFPASCRFR B

BORIEE R B DU B2 A -
« Embedding: ¥ token id Wi#| R? (452 d = 128);
o BiLSTM: [2if4EF "} hidden, X |aj#H
 Pooling: Hifx/5—/Z M IE -5 K BRIk S PR SR RN 5
o Linear: ZPEZMURE] 4 4k logits, X PUARZE
/b padding v BRI, YZkH 4 ] pack_padded_sequence #E. LK A7),

TR eAE. R SUNZRNE 2 AR%AT 95 R )T BCEWithLogitsLoss., HEARZE AL, FRATHR
TNGFEIE TR LB pos_weight, DMETHRARERETES . AAHEN Adam, 2~
&K 1r, %k 5 4> epoch, £/ epoch JGFEIIEEE FIEAL macro-F1, FHAA{EEIE macro-F1
BRI SN E N B AR

3.4 BiXigsy: Stacking

NEE A R EAMEFE R, BATRAMEARYL stacking: 152N EE22>J 4% (base learners)
A PUAERRE A 1 DN meta FRAE, FRNIG—D ZRIGE (meta-learner) BEATRATN . %
TR LT A2 - AR S e AR AT IR S B AR, DA DU T — P 407
Aili s ANITTEE G PPA i 22 o

Meta $#AEARE  XTREMEEAS , FRATCAEA T R A IO AEAE R i HH 44 doc_id X 5% ; Kfix L
MEEHANPHEE L meta FRAE R . A5 M ADEBE, W meta FRAEAERER 4M (BIATRLA
BiLSTM + XGB(TP2) + baseline LR I, 4EfEH 12),



4 SRR 5

Meta-learner: OvR Logistic Regression —JZFl&#% KM One-vs-Rest #2507 Xfa4>
PR GE— 00 e i e A DU ZERE AR 2 A ] T 66 ] 1iblinear K% . class_weight=balanced,
- R il e s AP B AR AIE S 8

B R S ILE BT ARSI G 20RO 0/1, A e IR S Ebfr BI(Ee s, If
FEM R b T % B VA o A SCIR] B 25 9 [0 SR s -

o AJRBE: FETRMRE EARR B BIE, (ERIEE macro-F1 ks

o BRI RN AR RR AR F1 SR B &
B A MRS B0 3 4 R BU(ELSRIHS T B micro/macro F1 584545 F1, IFHRTFRL GBS
B (L E B SR A SR A B

sy (Ablation) SR A& EATRAY L BRoTHk, FRATHE— XA [ Al & 240 A 2T T
baseline-only. baseline+BiLSTM. baseline+XGB(TP2). baseline+BiLSTM+XGB(TP2). %
MNMAEYIFAFE R 2 5 EER R, PR A

4 JHRER
4.1 BUER

FEFNN G T A H B EZX SR, 8 w4 TF-IDF+LR. U TP2 FHiER
XGBoost (TP2-only). HEEFHELZ BILSTM, PAKHZ M) stacking B ARAL, HRIEFEAL A,
FATIEE 2 AR AT 55 I WA - AEBoESE el (60 4R (BB AR 45 B P P S g )
FAEMIRERE EAGHAT— R A, )45 micro/macro-Fy A ARZER) F1o

MEBAEELIFE, TF-IDF+LR VE iR A AEZAT 5 FARR BASES ) sphiA] TP2 1y
14 AE 85 FEE (TP2-only) MERAIREI LK, (HIH 15 HABBAUHEA B AME . BiLSTM f#
FMAFPIMEE, BAEARTH BCE T BRI T iR . e stacking Bl ABIELTE macro-F
FHUSRAREE R (M ELARERTE), YR B FEEGE X AR5 1 e kb, A2
THECATERE

p i) micro-F; macro-F}
TF-IDF+LR (baseline) 0.698 0.646
XGB (TPQ—only) 0.494 0.429
BiLSTM 0.557 0.482
Stacking (LR + XGB(TP?) + BIiLSTM) 0.707 0.657

% 20 FERIAENSR IR AR

i Fi(action) Fj(comedy) Fj(drama) Fj(romance)
TF-IDF+LR (baseline) 0.652 0.726 0.740 0.466
XGB (TP2-only) 0.303 0.570 0.635 0.206
BiLSTM 0.396 0.580 0.627 0.326
Stacking (LR + XGB(TP2) + BiLSTM) 0.668 0.740 0.739 0.482

# 30 FEBENALE ERBRE Py



5 itk 6

4.2 {955 (Ablation)

R A G SRR bR TTER, AT — DI TIH SR PA TF-IDF+LR ShiZk, 4
BIMA BILSTM ##f#, fnA XGB(TP2) 4, PAKIEIERIIMA R, HOFHHER 2R G
HE(EEREmAR . R A58 I T MR AEEE A .

AIPAMEZE S : E macro-F1 |, filA BiLSTM #73k %y +0.003 #/Migde Tt mA XGB(TP2)
WKL) +0.006 FIFETE W I I 32 THAS]Z) +0.011. WBARERIE, TP2 HH]Ei
3% T comedy/romance ZFr%5, 1] BiLSTM Xt action A —&#; BI{EX} drama FJFEAIFHE T
A LRI romance WFETT RIS, (RIL T “EEHRHE + FRSVRE” I EAME

HéE micro-F} macro-F; Amacro
Baseline (LR) 0.698 0.646 0.000
+ BiLSTM 0.696 0.649 0.003
+ XGB(TP2) 0.704 0.652 0.006
+ BiLSTM + XGB(TP2) 0.707 0.657 0.011

F 4 IHRNSEE: AERAZ EARE SR bR ok

HeE Fy(action) Fj(comedy) Fj(drama) Fj(romance)
Baseline (LR) 0.652 0.726 0.740 0.466
+ BiLSTM 0.666 0.726 0.733 0.470
+ XGB(TP2) 0.657 0.739 0.740 0.474
+ BiLSTM + XGB(TP2) 0.668 0.740 0.739 0.482

5 HRLSEE: Bh%

5 hHE
5.1 Jkfl2 TF-IDF Sk

MERERE , TF-IDF+LR FEAME 55 ERBAER A TS 7 s PIAET U 2K (genre)
TN g RS O B 1) 5 SRy ST AR BTN E A i W B battle, gun, chase SFiRIIL, Zli§ A
tH B love, marriage, relationship S5ia)il-, TF-IDF AT EXF “ZAHERE" KPR EGE, FF
A I 2 SR A R B S 18] P T R B RIS HAN R SRR D X AL
B R E . Pk, TF-IDF+ SRR RGN SOA 138 WAL 55 Py a2k, X thfig
T T R ER A AT BT R b RS RS R 2K

5.2 Mft2 TP2-only Bm{HlERla AR

TP2-only (XGB on TP2 features) Hphfifi [} 14 ZEZ5H /I FMFAERPERE BN T R, X
fE— @R R : 5 TF-IDF BOn4ER i abmi b, TP2 fzon i s/h, HHAE
SR A EEREIE S, MR 1 7B RSO N AR ARG H (BN ERe . RoBe
FAMIERLEE) . Ik TP2-only B2 “S9{HAIR" HIfEE .

SRT, THRLY stacking FYZRKN]: 2 TP2 pMliRfnih 5 TF-IDF HZ, BiLSTM 54
R R AT, macro-Fy RERRISARES i (BIANTERZ&Z 14y +0.011), XiiH] TP2 HfLsy
T e BB E R B AR A SRS TESI R4S (U romance) BIFE SR FBIBIHEA



6 2 7

ARG WZE, T TP2 A3 BT G | A RIS E5 TR B X el “ AU 411" Ml ek
HSRIREAS, AR A HESE 32 TH A RE .

5.3 BIiLSTM Sl it fie e

BiLSTM BEHI ] token JPaf5 gL B3, (HHAEATTH t e R 9555 T TF-
IDF B2k, WREIRNEIE: (1) 4RI genre (55 CARRARG (i) HEZBZIIZXTE S 4
SR ARG (1) BRI B Bl S E AR A . Rk, BILSTM Ak i 1E
stacking "R —E B PRvTEk, RIS 2 5 85 TF-IDF A S EEA.

5.4 JafTE

ASCLAE B N BB AAR, fEAes TR (1) (CEBFRAET TP2 4, Kit—%
S TPL SOE F & iR AT 30 (1) B EIEXT macro-Fy SEMAROR, RAEFATERIE
B LR B AEL DAE S 0 it s, (EUR ) BRI D S o i 1 (i) Bk B Kaggle
() Wikipedia Movie Plots F-4&, 248 tokens> 200 A&, 251X HAh B i v B RS MEAT
aut— k.

6 &5k

ACHESE AR INES B S BB IR X — 8, FE s RIS R i 2 0e % 28
5% EEIIFSEM T HLEA (TF-IDF+LR) . 458 /#FMAEE & (TP2) . WREFHRLK
(BiILSTM) PAJ stacking @il A HESL . LG5 K] TP2-only 1ERHMAHEIR I HEREARE, (H
H5 TF-IDF. BiLSTM #9fi i HA HAME: R stacking @ivé ol APRASRUE 1 7213
febrdeTt, HIHmscinieil 7 TP2 55 Biaysy fede it br vrmt .

%75 (K

[1] Shafie Gholizadeh, Ketki Savle, Armin Seyeditabari, and Wlodek Zadrozny. Topologi-
cal Data Analysis in Text Classification: FExtracting Features with Additive Information.
arXiv:2003.13138, 2020.

A SREESRILE



A RBRAFCY

* 6 REHESHEIRIE (HEEREHILE)

B ZH BfH /il

B A B 5 % 5y

Tkt BERLFR T SEED=0

FhAb 3 H AR {action, comedy, drama, romance}

Wik FE AR MIN_TOKENS=200 Hfirrt Hisfrs > 1 (24r%400E)

X5 He il train/val/test = 70%/15%/15% (4¢ 30% EAAE temp, -
432k val /test )

Baseline: TF-IDF + One-vs-Rest Logistic Regression

TF-IDF ngram_range (1, 2)

TF-IDF min_df 2

TF-IDF max_df 0.9

TF-IDF max_features 50000

LR(OVR) solver liblinear

LR(OVR) class_weight balanced

LR(OVR) max_iter 2000

LR(OVR) C &M% {0.25, 0.5, 1.0, 2.0, 4.0}(3% VAL macro-F; ¥E51f)

WA I {E THRESHOLD=0.5 (sigmoid % > 0.5 #>51F)

TP2 ¥R : 4 TF-IDF — PhgiiiE — PH it

Gy PR N_BLOCKS=10 (Kf%ffmi 30ty token J¥41554 10 B)

R Higg TF-1IDF 5 baseline #{[f][%) TFIDF_PARAMS (YE 2414 blocks
EHA)

i ER) PR BT A 4% cosine_distances, 53] 10 x 10 fF %4 D

PH AT H ripser (D, distance_matrix=True, maxdim=1)

Ef=xle i 4E R 14 4E: Hy B9 Mg K death; Hy B 5 NFEiTH (count /

birth mean / pers mean / birth std / pers std)

TP2-only 4375 : XGBoost (One-vs-Rest)

500

5

0.05

0.8

0.8

1.0

binary:logistic (IZFp% /3%, OVR %)
logloss

-1

0.5 (4 baseline %f5%)

XGB n_estimators
XGB max_depth
XGB learning_rate
XGB subsample
XGB colsample_bytree
XGB reg_lambda
XGB objective
XGB eval_metric
XGB n_jobs

VA BEIEN

REHLER: BILSTM

1GES 2N

52l RKKE

I 2 batch size

okl embedding 4 &
it hidden size
o JZHL

iy dropout

MIN_FREQ=2 (YIZRHESETTiASoAL dim %)

MAX_LEN=400 (#Mlr/£p555] 400)

BATCH_SIZE=64

EMB_DIM=128

HIDDEN=128 (X{|n] = #yH4EE 2 x 128)

NUM_LAYERS=1

DROPOUT=0.2 (2%h 1 B LSTM N#EE dropout 5[], U
e is s dropout )
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